BSE 5173, Biostatistics Methods II

Specific Course Objectives

Regression Diagnostics
Reading:  ALSM, Chapters 3 and 6.1

Using computer-generated (SAS) output, identify the MSE and R2 statistics.  Explain how these are calculated.  Given output from a specific regression model, use the statistics to comment on the model’s adequacy of fit.

Define residuals.
Assess the regression model’s congruence with the assumptions of linear regression by outputting and analyzing studentized deleted (jackknife) residuals using:

a plot of jackknife residuals versus predicted values

a plot of jackknife residuals versus the independent variable

a boxplot or stem-and-leaf summary plot of jackknife residuals

Shapiro-Wilk or Kolmogorov-Smirnov tests for normality among the residuals (ALSM, p. 115).
Decide when it is appropriate to transform the independent (predictor, X) variable, for instance by constructing a higher-order (polynomial) regression model (ALSM Chapter 3.9, pp. 129-132).  Perform polynomial regression on data for which the approach is appropriate .

Decide when it is appropriate to transform the dependent (outcome, Y) variable on the basis of your examination of simple residual plots (ALSM Chapter 3.9, pp. 132-133).

Use SAS to calculate “pure error” in data that involve replicate measures of the dependent variable (Y) at levels of the independent variable (X).  Use SAS to perform a lack-of-fit test (ASLM, Chapter 3.7) on a linear regression model with a single independent variable (X).  

